TỔNG HỢP VÀI VẤN ĐỂ VỀ MÔ HÌNH

Về độ đo

Có 3 độ đo thường được sử dụng trong các báo cáo về SVM: Mean squared error(MSE), Normalized mean squared error(NSME), Squared correlation coefficient(SCC). Trong đó MSE thể hiện sự sai khác cục bộ còn SCC thể hiện sự sai khác toàn cục.

Trong đó là giá trị đầu ra thực sự, là giá trị đầu ra dự đoán, , là các giá trị trung bình của chúng.

Ngoài ra, để tính hiệu quả dự đoán xu hướng của mô hình , người ta thường sử dụng công thức tính độ chính xác sau:

Về dữ liệu đầu vào

Khá nhiều mô hình đề xuất một số loại dữ liệu đầu vào khác ngoài giá đóng cửa. Tuy nhiên, chưa có công trình nào thực sự nghiên cứu sâu về vấn đề này để có thể trả lời câu hỏi đâu là những đầu vào tối ưu nhất. Hơn nữa, với những thị trường khác nhau, câu trả lời cho vấn đề trên không bất biến. Vì vậy, tại thời điểm này, đầu vào dành cho mô hình sẽ chỉ là giá đóng cửa. Mọi cải tiến về đầu vào sẽ được tìm hiểu sâu hơn trong giai đoạn sau.

Về việc chọn dữ liệu, ngoài các mã trong nước, cần có dữ liệu của thị trường nước ngoài mà các bài báo đã từng áp dụng. Ở đây đề xuất sử dụng thêm các mã chứng khoán của thị trường Đài Loan.

Đối với mô hình dự đoán xu hướng, giá đóng cửa phải được tinh chỉnh về dạng return. Đây sẽ là dữ liệu đầu vào thực tế:

![](data:image/png;base64,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) với I là giá

Về mô hình

Áp dụng ε-SVR với hàm Gaussian kernel và hàm tổn thất là ε-insensitive loss function.

Về các tham số

Đối với mô hình ε-SVR như trên, có 3 tham số quan trọng cần được xác định là C (regularization parameter), ε, và σ2. Để xác định các tham số này, phương pháp cơ bản nhất là dùng cross validation.

Về việc kiểm thử

Sử dụng 2 kiểu kiểm thử:

* + - Two-period: dữ liệu chia 2 phần, 1 phần huấn luyện, 1 phần kiểm (giống các nghiên cứu khác).
    - Multi-period: dữ liệu huấn luyện là phần dữ liệu liền trước của phần muốn kiểm thử.

Chẳng hạn có 100 ngày, để dự đoán ngày thứ 15 ta dùng dữ liệu từ ngày 1-14. Để dự đoán ngày 16 ta dùng dữ liệu từ ngày 2-15, vân vân…

Trong mỗi kiểu kiểm thử sẽ chia ra theo nhiều chu kỳ khác nhau: 5, 10, 30, 60 ngày.